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Abstract. Due to its low atomic mass, hydrogen is the most promising element to search for high-
temperature phononic superconductors. However, metallic phases of hydrogen are only expected at extreme
pressures (400 GPa or higher). The measurement of the record superconducting critical temperature
of 203 K in a hydrogen-sulfur compound at 160 GPa of pressure [A.P. Drozdov, M.I. Eremets, I.A.
Troyan, arXiv:1412.0460 [cond-mat.supr-con] (2014); A.P. Drozdov, M.I. Eremets, I.A. Troyan, V.
Ksenofontov, S.I. Shylin, Nature 525, 73 (2015)], shows that metallization of hydrogen can be reached at
significantly lower pressure by inserting it in the matrix of other elements. In this work we investigate the
phase diagram and the superconducting properties of the H-S systems by means of minima hopping method
for structure prediction and density functional theory for superconductors. We also show that Se-H has a
similar phase diagram as its sulfur counterpart as well as high superconducting critical temperature. We
predict H3Se to exceed 120 K superconductivity at 100 GPa. We show that both H3Se and H3S, due to the
critical temperature and peculiar electronic structure, present rather unusual superconducting properties.

Under high pressure conditions, insulating and semi-
conducting materials tend to become metallic, because,
with increasing electronic density, the kinetic energy
grows faster than the potential energy. As metallicity
is a necessary condition for superconductivity, generally
becomes more likely under pressure [1,2]. Wigner and
Huntington [3], already in 1935 suggested the possibility of
a metallic modification of hydrogen under very high pres-
sures. Ashcroft and Richardson predicted [4,5] hydrogen to
become metallic under pressure and also the possibility to
be a high temperature superconductor. The high critical
temperature (TC) of hydrogen [6–8] is a consequence of its
low atomic mass leading to high energy vibrational modes
and in turn to a large phase space available for electron-
phonon scattering to induce superconductivity [9]. How-
ever, the estimated metallization pressure [10,11] is be-
yond the current experimental capabilities [12–15]. It was
only recently that hydrogen-rich compounds (chemically
pre-compressed) started to be explored as a way to de-
crease the tremendous metallization pressure of pure hy-
drogen [16]. The first system explored experimentally
was silane (SiH4) [17]. Soon after, many others materials
have been explored experimentally [18–21] and theoreti-
cally [22–40].
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Recent resistivity and magnetic measurements on sul-
fur hydride (H2S), demonstrate that when pressurized,
becomes metallic and superconducting. For pressures
above 160 GPa, a record breaking transition tempera-
ture of 200 K was confirmed [41,42]. This TC is the
highest measured in any superconductor known so far,
including pnictides and cuprates [43,44]. And the exper-
imental evidence was immediately supported by calcula-
tions [32,35–37,39,45,46]. In this work [47] we want study
in detail the S-H phases with state of the art ab-initio ma-
terial search minima hopping method (MHM) [48–50] and
compute the superconducting properties with the com-
pletely parameter-free Density Functional Theory for Su-
perconductors (SCDFT) [51]. At the same time we also
extend the analysis to the Se-H system, predicting a fairly
similar phase diagram and comparable superconducting
properties.

In order to predict the global minimum structure of
sulfur/selenium hydride compounds we use MHM for the
prediction of low-enthalpy structures. This method has
been successfully used for global geometry optimization
in a large variety of applications [40,52–54]. Given only
the chemical composition of a system, MHM aims at find-
ing the global minimum on the enthalpy surface while
gradually exploring low-lying structures. Moves on the en-
thalpy surface are performed by using variable cell shape
molecular dynamics with initial velocities approximately
chosen along soft mode directions. We have used 1, 2, 3
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Fig. 1. Computed LDA and GGA-PBE enthalpy diagrams for HnS and HnSe (n = 2, 3, 4) as function of pressure. Values are
given with respect to the Cccm structure, stable at low pressure. We found in our runs for H3S three structures reported in
reference [35] (*) and two in reference [32] (**). The other structures with compositions H2S, H4S as well as all the structures
of H2Se, H3Se and H4Se are predictions of this work.

formula units of HnS and HnSe (n = 2, 3, 4) at selected
pressures of 40, 80, 100, 150, 200, 250, 300 and 400 GPa.
The relaxations to local minima are performed by the fast
inertia relaxation engine [55] taking into account, both
atomic and cell degrees of freedom. Final structural re-
laxations and enthalpy calculations were performed using
the local density approximation LDA and GGA to the ex-
change correlation functional, as implemented in the vasp
code [56]. The plane-wave cutoff energy was set to 800 eV,
and Γ -center Monkhorst-Pack k-point meshes with grid
spacing denser than 2π × 0.01 Å−1, resulting in total en-
ergy convergence better than 2 meV/atom. Electronic and
phononic structure calculations were performed within
DFT as implemented in the two plane-wave based codes
abinit [57], and espresso [58] within the local density
approximation LDA exchange correlation functional. Su-
perconducting properties have been computed within den-
sity functional for superconductors (SCDFT) [51,59,60],
the method was described in previous references [59,60].
This theory of superconductivity is completely ab-initio,
fully parameter-free and proved to be accurate and suc-
cessful in describing phononic superconductors [61–65]. It
allows to compute all superconducting properties includ-

ing the critical temperature and the excitation spectrum
of the system. Coulomb interactions are included within
static RPA [63], therefore excluding magnetic source of
coupling [66]. In this work we used an improved func-
tional form (also used in Ref. [65]) that will be fully de-
scribed elsewhere. The difference between this new func-
tional and the one from Lueders and Marques is the
inclusion of Migdal’s theorem in a rigorous way like in
Eliashberg theory. This is important because this ensures
that the phononic description is accurate at least in the
limit in which the electronic characteristic energy is large
compared to the phononic scale. While the Lueders and
Marques theory [59,60] does not contain this exact limit-
ing behaviour.

Experimentally little is known on the high pressure
stability and composition of the S-H system and, to the
best of our knowledge, nothing is known about Se-H.
Therefore we investigate the compositional and config-
urational space of HxS and HxSe with a sophisticated
structure prediction method. Computed enthalpies as a
function of pressure are reported in Figure 1. We consider
the H3S stoichiometry (left panels) as well as its elemental
decomposition (sulfur + hydrogen), its decomposition into
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Fig. 2. Low-lying enthalpy structures found for different com-
positions at selected pressures. The large and small spheres
denote the Se and H atoms, respectively.

H2S + hydrogen and H4S-hydrogen. At low pressure we
find the Cccm structure up to 95 GPa and the R3m (β-Po-
type) rhombohedral structure between 95 and 150 GPa.
Above 150 GPa, we confirm the cubic Im3̄m (bcc) as the
most stable structure in perfect agreement with the ex-
periments of Einaga et al. [67]. The results also indicate
that for low pressures the 2:1 composition is stable, how-
ever as pressure increases at above 40 GPa the 3:1 is the
dominant stoichiometry and remains so up to 300 GPa.
Another H-rich compound, 4:1 is unstable in the pressure
range of this study and these results are in agreement
with the work of Duan et al. [38]. In a similar way we
have studied the Se-H phase diagram. Chemically, sele-
nium is known to have very similar physical properties to
sulfur and this system is not an exception. Enthalpies are
shown in Figure 1 (right panels). Once again we use the
Cccm structure as reference since, as in the case of sulfur,
it is the most stable at low pressures and up to 80 GPa.
Between 80 GPa to 100 GPa, we find that the H2Se +
hydrogen decomposition is more stable than the H3Se sto-
ichiometry. H3Se turns out to be the most stable compo-
sition above 100 GPa and at least up to 250 GPa. As in
the case of sulfur-hydride, the 4:1 composition of H:Se is
not thermodynamically stable in the phases predicted and
region of pressure studied.

Therefore from our analysis both systems in the range
50 GPa to 250 GPa show, with increasing pressure, two
phase transitions. The S-H system, always stable in the
H3S stoichiometry, has a first order phase transition from
Cccm to R3m at ∼100 GPa, then the R3m rhombohedral
distortion decreases continuously up to 150 GPa, pressure
at which it transforms into the Im3̄m cubic structure.
The H3Se cubic structure is depicted in Figure 2. The
Se-H system at low pressure (LDA) is also stable in the
H3Se stoichiometry but becomes unstable to a phase sep-
aration into H2Se + hydrogen in the range from 70 GPa
to 100 GPa. Above 100 GPa another discontinuous phase
transition occurs, directly into the Im3̄m cubic structure.
Note that 100 GPa is also the pressure below in which
the Im3̄m structure would distort into the R3m (β-Po

Fig. 3. Fermi surfaces and electronic band structures of H3S
and H3Se at high pressure in the Im3̄m phase. The color-scale
in the band lines indicates the projection of the KS states on
the atomic orbitals of the sulfur/selenium atom normalized by
the maximum total atomic projection of these valence states
that is of about 70%.

type), therefore depending on experimental conditions this
rhombohedral phase may occur as a metastable one. The
sequence of transformation is highlighted in Figure 1 by
means of shaded areas. Different low-lying enthalpy struc-
tures found for H2Se, H3Se, and H4Se compositions are
shown in Figure 2. Structural details are given in Supple-
mental Material�. It is worth mentioning that we found
15 GPa shift in the pressure at which occurs the sequence
off phase transformations if one compares the LDA or
GGA enthalpies for HxS. On the other hand, a much
marked dependence (avobe 15 GPa) is found in the se-
quence of structure transformations in HxSe. The main
difference for H-Se is that in GGA-PBE the elemental de-
composition becomes favourable at low pressures (<150).
However, both functionals lead to the same result at high
pressure limit.

We focus now on the properties of H3S and H3Se in
the pressure range of stability of the Im3̄m structure. The
two materials show very similar properties. At 200 GPa
electronic band dispersions and Fermi surfaces are barely
distinguishable, as seen in Figure 3. And in the range of
pressure between 100 to 200 GPa there are no significant
changes in the electronic properties apart from the overall
bandwidth that increases with pressure. An important as-
pect of the electronic structure is the presence of several
Fermi surface sheets, with no marked nesting features and
with Fermi states both at low and high momentum vec-
tor. At small momentum (close to the Γ -point, center of
the Brillouin zone in Fig. 3) there are three small Fermi
surfaces (only the green larger one can be seen in the fig-
ure, smaller ones being inside it). However, these provide
a rather small contribution to the total density of states
(DOS) at the Fermi level which mostly comes from the
two larger Fermi surface sheets. These are of hybrid char-
acter, meaning that their Kohn-Sham (KS) states overlap
both with H and S/Se states (the overlap is expressed in
the figure by the color-scale of the band lines), suggesting
that they will be coupled with both hydrogen and S/Se
lattice vibrations (more details on this point will be given
below). Overall the DOS shows a square root behaviour of
the 3D electron gas, the main deviation from this occurs

http://www.epj.org
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Table 1. Calculated critical temperatures and gaps. λ is the electron phonon coupling parameter [68,69]; ωlog is the logarithmic
average of the α2F function [68,69]; T SCDFT

c is the critical temperature from SCDFT including RPA screened Coulomb repulsion;

T SCDFT,ph
c is the phonon only SCDFT critical temperature; TAD,μ∗=0

c is the critical temperature from the Allen-Dynes modified
McMillan formula [69–71], at μ∗ = 0 (i.e. with no Coulomb pairing); TAD,μ∗=0.1

c is the same AD formula but with the conventional
value of μ∗ = 0.1; Δ(T = 0) is the superconducting gap computed [72] from the SCDFT calculations.

λ ωlog T SCDFT
c Δ(T = 0) T SCDFT,ph

c TAD,μ∗=0.1
c TAD,μ∗=0

c

H3S 200 GPa 2.41 109 meV 180 K 43.8 meV 284 K 255 K 338 K
D3S 200 GPa 2.41 82 meV 141 K 32.9 meV 216 K 188 K 247 K
H3S 180 GPa 2.57 101 meV 195 K 44.8 meV 297 K 250 K 331 K
H3Se 200 GPa 1.45 120 meV 131 K 28.4 meV 234 K 174 K 246 K
H3Se 150 GPa 1.38 107 meV 110 K 23.4 meV 195 K 145 K 209 K
H3Se 100 GPa 1.76 87 meV 123 K 27.0 meV 198 K 156 K 214 K

Fig. 4. Phonon dispersion and α2F functions [68,69] of H3S
and H3Se at high pressure in the cubic Im3̄m structure. The
color coding gives the projection of the mode displacement on
the S/Se atom.

close to the Fermi energy where a peak with an energy
width of about 2 eV is present.

Unlike the electronic structure, phonons are strongly
pressure and material dependent. Clearly a key role is
played by the occurrence of the II order R3m to Im3̄m
phase transition. This means that one of the high-energy
stretching mode (originally above 200 meV) slowly soft-
ens at Γ . This softening can be clearly seen in H3S at
200 GPa (Fig. 4a) where a H-S stretching mode went
down to about 60 meV. Eventually, as pressure lowers
this softens to zero energy, marking the occurrence of the
phase transition, at about 150 GPa in H3S and slightly
below 100 GPa in H3Se. In fact, at 100 GPa this mode
has, in H3Se, almost zero energy (see Fig. 4c).

In spite of these important changes in the phononic
energy dispersion, the overall coupling strength [68,69] λ
does not show large variations over the pressure range, as
we can see from Table 1. Naturally the coupling increases
near the phase transition due the optical mode soften-
ing, however, as this is restricted to a relatively small re-
gion near the Γ point, the effect is not dramatic. On the
other hand there is definitively a difference in the coupling

strength of the Se (λ ∼ 1.5) with respect to the S system
(λ ∼ 2.5), indicating that selenium, due to its larger ionic
size, provides a better electronic screening of the hydrogen
vibrations.

We have computed, by means of SCDFT, critical tem-
peratures of H3S and H3Se in the pressure range of stabil-
ity of the Im3̄m structure, these are collected in Table 1.
The predicted TC for the H3S system is 180 K at 200 GPa
and 195 K at 180 GPa, in agreement with the measured
value of 185 K at 177 GPa. On the other hand our predic-
tion for the deuterium substituted system D3S is 141 K,
at 200 GPa. That is much larger than the measured [41]
TC of 90 K. This huge experimental isotope effect (i.e.
the dependence of the critical temperature on the nuclear
mass) is therefore not consistent with our calculations.
However the good agreement obtained with the TC of the
H3S system seem to exclude an explanation in terms of an-
harmonic effects in the hydrogen vibrations, as suggested
in reference [73] and confirmed in reference [37]. Never-
theless, the theoretical isotope coefficients αS = 0.05 and
αH = 0.4 (defined as αA = −MA

Tc
∂TC

∂MA , and computed
at 200 GPa with a three point numerical differentiation)
clearly indicate and confirm [73] the dominant contribu-
tion of hydrogen phonon modes to the superconducting
pairing.

Our prediction for H3Se at 200 GPa is of 131 K, this
reduction of TC is clearly due to the substitution of S and
not an isotope effect. As mentioned before, it is caused
instead, by a different coupling strength of the hydrogen
modes in the Se environment. In spite of the lowered cou-
pling strength λ the reduction of TC is not very large with
respect to the sulfur system, as expected from the fact
that the critical temperature at high coupling increases
with the square root of λ (while it is exponential at low
coupling) [68,69].

There are two aspects of these systems that are uncom-
mon and make the use of conventional1 Eliashberg meth-
ods difficult to apply, while they are naturally handled in
SCDFT. First, the strong variation of the electronic den-
sity of states at the Fermi level, that is pinned to a rather
sharp peak in the DOS, second the extremely large el-ph

1 Conventional implementation of the Eliashberg equa-
tions due to their computational cost, usually assume a
k-independent pairing and a flat density of states. Anisotropic
implementations [74] are not intrinsically affected by this limit.
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coupling and phonon frequencies that lead to a very broad
region around EF where the interaction is dominated by
phonons over Coulomb repulsion.

The effect of the energy dependence of the DOS can
be seen by comparing Eliashberg results with SCDFT
when neglecting the Coulomb interaction (see Tab. 1).
At 200 GPa the two theories2 disagree by 54 K, SCDFT
giving 284 K while Eliashberg gives 338 K. This differ-
ence comes from the energy dependence of the DOS, while
Eliashberg assumes a flat DOS, in the SCDFT we can eas-
ily check this assumption by assuming a flat DOS, and for
this case the SCDFT calculation would lead to 334 K, in
agreement with the Eliashberg result. Overall the critical
temperature results to be quite sensitive to the shape of
the DOS at the Fermi level and on how it is computed.

Physically the reduction of TC, occurring when the real
DOS is considered, arises from the fact that the phononic
pairing extends in a rather large region around the Fermi
level, over the DOS peak structure of these systems (see
Fig. 3). Beyond the range of the phononic pairing the cou-
pling is dominated by the Coulomb interaction. As, in the
static limit, this is repulsive, a superconducting system
compensates it by a phase shift in the gap (i.e. in the
quasi-particle orbitals), therefore making this repulsion
contribute to the condensation (in unconventional super-
conductors exactly the same happens but directly at the
Fermi level). This mechanism is called Coulomb renormal-
ization [69,75]. The phase shift occurs at |εk| � ωlog but
the scattering processes become less and less important
as |εk| increases (going down as 1/ε). Therefore the most
important energy region is where the DOS of the H3S and
H3Se systems shows a dip, implying that the phase space
available for this process is small and its effect weak. Note
that in order to reproduce the TC coming from SCDFT
within the Allen-Dynes (AD) formula one should assume
a μ∗ of 0.16, that is actually much larger than the value
of μ itself (�0.1).

The superconducting pairing is distributed over many
phonon modes and over the Brillouin zone in q-space, de-
spite the presence of several Fermi surface sheets and with
different orbital character across the Fermi level, we ob-
tained an isotropic (weakly k-dependent) gap at the Fermi
level and the effect of anisotropy [76] on TC is negligible
(<1 K).

In summary, we have presented a fully ab-initio theo-
retical description on the crystal structure and supercon-
ductivity of H3S. An extensive structural search confirms
the H3S stoichiometry as the most stable configuration at
high pressure. Our results confirm H3S to be the material

2 We are actually not reporting the Eliashberg result but
that coming from the Allen-Dynes (AD) formula. The reason
for this choice is that the two approaches agree perfectly (the
difference being less than 1 K) for the phonon case. But in ad-
dition when including μ∗ the AD formula depends only on it,
while the Eliashberg equations also depend on the Coulomb fre-
quency cut-off (that changes the meaning of the ∗ in μ∗). If we
want to use a conventional value of μ∗ between 0.1 and 0.15 [69]
it is then better to use the parametrized AD version of the
Eliashberg method.

with the highest known superconducting critical temper-
ature. The mechanism of superconductivity is clearly the
same that was predicted for metallic hydrogen [4,6,8]: the
combined effect of high characteristic frequency due to
hydrogen light mass and strong coupling due to the lack
of electronic core in hydrogen. Still the working pressures
of this superconductor are too high for any technologi-
cal application [77]. Nevertheless the discovery of metal-
lic superconducting hydrogenic bands already at 150 GPa
gives hope that further theoretical and experimental re-
search in this direction may lead to even lower hydrogen
metallization pressures and higher temperatures of super-
conductivity. Here we predict that H3Se is stable in the
cubic Im3̄m structure already at 100 GPa with a very
high TC of 123 K, a value which is comparable to cuprate
superconductors.

J.A.F.L. acknowledges the financial support from EU’s 7th
Framework Marie-Curie Program within the “ExMaMa”
Project (329386).
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59. M. Lüders, M.A.L. Marques, N.N. Lathiotakis, A. Floris,

G. Profeta, L. Fast, A. Continenza, S. Massidda, E.K.U.
Gross, Phys. Rev. B 72, 024545 (2005)
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